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Abstract— We introduce LUMOS, a language-conditioned
multi-task imitation learning framework for robotics. LUMOS
learns skills by practicing them over many long-horizon rollouts
in the latent space of a learned world model and transfers
these skills zero-shot to a real robot. By learning on-policy in
the latent space of the learned world model, our algorithm
mitigates policy-induced distribution shift which most offline
imitation learning methods suffer from. LUMOS learns from
unstructured play data with fewer than 1% hindsight language
annotations but is steerable with language commands at test
time. We achieve this coherent long-horizon performance by
combining latent planning with both image- and language-based
hindsight goal relabeling during training, and by optimizing an
intrinsic reward defined in the latent space of the world model
over multiple time steps, effectively reducing covariate shift. In
experiments on the difficult long-horizon CALVIN benchmark,
LUMOS outperforms prior learning-based methods with com-
parable approaches on chained multi-task evaluations. To the
best of our knowledge, we are the first to learn a language-
conditioned continuous visuomotor control for a real-world
robot within an offline world model. Videos, dataset and code
are available at http://lumos.cs.uni-freiburg.de.

I. INTRODUCTION

Building systems that can perform long-horizon tasks
specified by natural language is a long-standing goal
in robotics [1]. When complete task specifications are
available, reinforcement learning (RL) methods can be used
to produce policies by trial and error. However, typical
RL algorithms can require millions of episodes to learn
good policies, which is infeasible for many robotics tasks.
Furthermore, many tasks are difficult to specify as reward
functions, requiring substantial engineering effort to elicit
reasonable learned skills from RL alone.

Imitation learning offers an alternative by learning
directly from task demonstrations. Naı̈ve approaches like
behavior cloning [2] predict actions from states based on
demonstration data and apply them during deployment.
However, these methods overlook the sequential nature of
decision-making. Since each observation depends on the
previous action, the independence assumption in standard
statistical machine learning is broken. Ross and Bagnell [3]
showed that a behavior-cloned policy with error ϵ has
expected regret of O(T 2ϵ), growing quadratically with
decision horizon T . Intuitively, because the behavior-cloned
policy is not trained under its own distribution, small
prediction errors compound, pulling the policy out of
distribution to unseen states, which is especially problematic
for long-horizon tasks due to the quadratic regret growth.
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“Put the pan onto the stove!”

Fig. 1: LUMOS learns a general-purpose language-conditioned
visuomotor policy within the latent space of a learned world model.
By optimizing an intrinsic reward to match expert performance,
it recovers from its own mistakes across multiple time steps and
reduces covariate shift. As a result, LUMOS can handle complex,
long-horizon robot tasks from abstract language instructions in real-
world scenarios, without online learning or fine-tuning.

An approach to alleviating distribution shift in off-
policy learning is to train on-policy in a simulation of
the environment. However, simulators may be unavailable
or suffer from the sim2real problem, where policies that
perform well in simulation fail to generalize to the real
world due to the “reality gap”—a mismatch between real
and simulated dynamics [4].

World models offer a promising alternative to hand-crafted
simulators [5], approximating dynamics by predicting states
or observations conditioned on actions from real trajectories
over multiple steps. By compressing observations into latent
representations that capture temporal context, contemporary
world models [6], [7] achieve high-fidelity predictions over
thousands of time steps. Learning within the world model’s
latent space enables both on-policy and long-horizon
learning, mitigating distribution shift and avoiding the
reality gap from mis-specified simulators.

Taking steps towards achieving language-conditioned,
long-horizon, multi-task policies, we introduce LUMOS,
a language-conditioned imitation learning framework.
LUMOS employs world models to learn a multi-task policy
that can be guided by free-form natural language instructions
entirely offline and transferred to the real world in a zero-
shot fashion. It leverages the latent-matching intrinsic reward
proposed by DITTO [8] within the world model’s latent
space, enabling its actor-critic agent to recover expert per-
formance without any online interaction. To further enhance



the long-horizon performance of the actor-critic agent, we
build upon recent advancements in imitation learning [9],
[10], and augment LUMOS with a latent planning network.
This network uses the benefit of hindsight during training
to distill predicted information about the future trajectory
into a “latent plan”. We demonstrate that LUMOS can
learn imitation policies solely within the world model’s
latent space, achieving zero-shot transfer to the real world.
Extensive tests on the CALVIN benchmark and in real-
world scenarios show that our algorithm excels in handling
multi-objective, long-horizon tasks specified in natural
language, outperforming previous learning-based methods.

Our contributions are as follows: 1) Improved Long-
Horizon Imitation Learning: LUMOS reduces covariate
shift and enhances long-horizon performance by combining
world-model-based exploration with latent planning,
enabling agents to practice skills over simulated long
horizons using full demonstration trajectories. Ablation
studies show that multi-step practice in latent space
significantly outperforms single-step behavioral cloning. 2)
Language Goal-Conditioned Learning: Our language-
conditioned imitation learning framework outperforms prior
methods with comparable approaches on the challenging
CALVIN benchmark, testing long-horizon manipulation
tasks guided by language instructions. 3) Zero-Shot Real-
World Transfer: We achieve successful zero-shot transfer
of policies learned entirely offline in the world model with
language conditioning to the real environment.

II. RELATED WORK

Language-Conditioned Imitation Learning for
Robotics: Lynch et al. [11] introduce MCIL, which trains
a behavior cloning agent using unstructured robot play data.
They annotate 1% of trajectories with human language,
making the policy steerable at test-time by natural language
commands. Mees et al. [1] introduced the open-source
CALVIN environment, a benchmark for evaluating language-
conditioned, long-horizon multi-task robotic manipulation. It
includes a simulator with ∼24 hours of teleoperated play data
and 20K language task annotations. HULC [10] introduces
a framework for hierarchical language-conditioned imitation
learning using contrastive learning to ground language
instructions to robotic actions, as well as other improvements
like using a multimodal transformer encoder (discussed
below). HULC outperforms MCIL on the CALVIN
benchmark [12]. HULC++ [13] further enhances long-
horizon performance by integrating affordance prediction
and motion planning into the control loop, only deferring to
the learned HULC controller when the end-effector is near
the manipulation target. SPIL [12] improves upon the state-
of-the-art by labeling all actions in the dataset and probabilis-
tically assigning them to a base skill (translation, rotation,
grasping) based on their magnitudes. In this work, we do
not incorporate any prior knowledge about the semantic
relationship between action dimensions and particular skills,
as we aim to maintain a 7-DoF continuous action space.
Diffusion Generative Models have gained traction for policy

representation in robotics, diffusing actions from Gaussian
noise [14]–[16]. They can acquire diverse behaviors condi-
tioned on language-goals [17]–[19]. The latest, Multimodal
Diffusion Transformer (MDT) [20], uses Masked Generative
Foresight and Contrastive Latent Alignment to boost
performance in long-horizon tasks. Although this approach
is orthogonal to our work, we acknowledge the potential
of diffusion models in both world modeling and behavior
learning. In this paper, however, we aim to investigate how
to train policies in the latent space of a learned world model.

Improving Behavior Cloning with Latent Planning:
Lynch et al. [9] introduce GCBC, which augments standard
behavior cloning with image-based goal conditioning.
GCBC further introduces a planning module which trains
a plan-predictor conditioned only on the current and goal
states to predict a latent variable produced by a planning
module that has privileged access to the entire expert
trajectory. At test time, latent variables sampled from the
plan predictor are used to condition the policy to achieve
improved long-horizon performance. One limitation of this
work is the reliance on goal images for conditioning the plan
predictor. Zhang et al. [21] improve upon the latent planner
in GCBC by replacing the discrete latent plan embedding
model with a diffusion model. They learn to iteratively
denoise the latent plan via a language-conditioned U-Net,
achieving superior long-horizon performance over GCBC.

Learning with World Models: World models have re-
cently emerged as a promising approach to data-driven simu-
lation. The seminal work of Ha and Schmidhuber [5] demon-
strated the effectiveness of learning world models directly
from pixel observations to predict future observations, and
then learning a policy inside the latent space of the learned
model. Building on this, the Dreamer family of works [22],
[23] introduced a world-model-based RL algorithm that
achieved SOTA performance on the Atari benchmark, and
recently became the first algorithm to produce diamonds in
Minecraft, which requires acting coherently across thousands
of time-steps [7]. DayDreamer [24] applied the Dreamer
algorithm to learning quadrupedal locomotion online on a
real robot, demonstrating the robustness of policies trained
in the world model to transfer to the real environment.

Our work builds primarily on DITTO [8], a world-model-
based imitation learning algorithm that penalizes an on-
policy divergence from expert trajectories in the world model
latent space. Specifically, it defines an intrinsic reward in
the latent space that measures the divergence between agent
rollouts and expert demonstrations and then optimizes this in-
trinsic reward using actor-critic RL. Optimizing this intrinsic
reward induces imitation learning that is robust to errors over
long-horizon rollouts, effectively mitigating covariate shifts.

III. PROBLEM FORMULATION

We investigate goal-conditioned imitation learning in a
partially observable Markov decision process (POMDP)
with continuous actions and high-dimensional observations
from an unknown environment. We model the interaction
between the environment and the goal-conditioned policy
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Fig. 2: LUMOS learns a language-guided general-purpose policy within the latent space of a world model. (1) The world model,
comprising an image encoder, a Recurrent State-Space Model (RSSM) for dynamics, and an image decoder, transforms play dataset
experience into a predictive model that enables behavior learning in the latent state space. (2) The goal-conditioned policy samples latent
trajectories and uses either a language annotation or the final latent state as the goal, with plan recognition and proposal networks being
trained to identify and organize behaviors in a latent plan space. The action decoder is intrinsically rewarded by matching the expert’s
latent trajectory. (3) During inference, the policy acts based on the latent state inferred by the world model from the current observation
and is guided by a user’s language command.

using a goal-augmented POMDP M = (S,A,R, T ,G, γ),
where S is the state-observation space, A is the action
space, R(s, a) is the reward function, T (s′|s, a) defines
state-transition dynamics, G is the goal space, and γ ∈ (0, 1)
is the discount factor. The agent receives visual observations
instead of direct state access and aims to maximize the
expected discounted sum of extrinsic rewards E[

∑
t γ

trt],
which it cannot directly observe. We conduct offline learning
using a large, unlabeled, and undirected, fixed play dataset
D = {(s1, a1), . . . , (sT , aT )}. This dataset is relabeled into
long temporal state-action streams [25]. Each visited state
is treated as a “reached goal state”, resulting in a trajectory
dataset D = {τi = (st, at)

k
t=0}Ni=1. This transformation

creates Dplay = {(τ, sg)i}
|Dplay|
i=0 , pairing each goal state sg

with the corresponding demonstration trajectory τ . We adopt
the multi-context imitation learning approach from play
data by Lynch et al. [11] to utilize language annotations.
This method shows that combining a few random windows
with language-based retrospective instructions helps learn a
unified, language-conditioned visuomotor policy for various
robotic tasks. Free-form language instructions l ∈ L guide
the policy, providing flexible and natural task descriptions.

IV. LUMOS

In this section, we introduce LUMOS. Training consists
of two phases: first, a world model is learned from the
unlabeled play dataset D. Next, an actor-critic agent is
trained within this learned world model to acquire a goal-
conditioned policy by guiding imagined sequences of latent
model states to match the latent trajectory of the expert
demonstrations. During inference, the language-conditioned
policy πθ(at | st, l), trained entirely in the latent space of the
world model, successfully transfers to the real environment.

Fig. 2 shows an overview of the approach.

A. World Model Learning

World models capture an agent’s experience into a
predictive model, enabling behavior learning without direct
interaction with the environment. By converting high-
dimensional images into compact state representations, they
allow efficient, parallel long-term predictions in latent space.
While our method is agnostic regarding the choice of the
world-model architecture, we follow DITTO by adopting the
DreamerV2 architecture [23] as the backbone for LUMOS,
which includes an image encoder, a recurrent state-space
model (RSSM) for learning transition dynamics, and a
decoder for reconstructing observations from latent states.
To learn robotic manipulation skills, we use observations
from static and gripper-mounted cameras, with separate
CNN encoders and transposed CNN decoders for each.
These encodings are concatenated before being passed to
the RSSM, which generates a sequence of deterministic
recurrent states (ht)

T
t=0. Each state defines two distributions

over stochastic hidden states: the stochastic posterior state zt,
determined by the current observation xt and recurrent state
ht, and the stochastic prior state ẑt, trained to approximate
the posterior without the current observation. By predicting
ẑt, the model learns the environment dynamics. The
combined model state, comprising deterministic and
stochastic components ŝt = (ht, zt), reconstructs the
observation. The RSSM includes the following modules:

RSSM


Recurrent state: ht = fϕ(ŝt−1, at−1)

Representation model: zt ∼ qϕ(zt | ht, xt)
Dynamics predictor: ẑt ∼ pϕ(ẑt | ht)
Image decoder: x̂t ∼ pϕ(x̂t | ŝt)

(1)



The prior and posterior models predict categorical
distributions, optimized using straight-through gradient
estimation [26]. All modules are implemented as neural
networks parameterized by ϕ, and are optimized jointly by
minimizing the negative variational lower bound [27]:

min
ϕ

Eqϕ(z1:T |a1:T ,x1:T )

[
T∑
t=1

− log pϕ(xt | ŝt)

+βDKL(qϕ(zt | ŝt) ∥ pϕ(ẑt | ht))

]
.

(2)

After training, the world model can operate without input
observations by using the prior ẑ instead of the posterior
z. This allows the model to generate unlimited imagined
trajectories of the form {(ht, ẑt, at)Ht=0}, where H is the
time horizon for imagination.

B. Behavior Learning

LUMOS employs an actor-critic agent to learn long-
horizon, language-conditioned behaviors within the latent
space of its world model. It learns a goal-conditioned policy
πθ(at | st, g) and a value function vψ(st, g) from the dataset
Dplay, where st denotes the current latent state and g ∈ G
represents a free-form language instruction l or a latent goal
state sg . In this section, we outline the design choices of
our model, explain how to intrinsically reward the agent for
matching expert latent state-action pairs over a trajectory,
and detail the optimization process for the actor and critic.

Observation and Action Spaces Our goal-reaching
policy builds on the HULC architecture by Mees et al.
[10], enhancing language-conditioned imitation learning
from unstructured data. Unlike HULC, which uses high-
dimensional image observations, our method utilizes the
latent state space of the world model for its compact
representations. In addition to encoding RGB images from
static and gripper cameras, LUMOS encodes compact states
of latent trajectories from the current to the goal state. The
action space is a 7-DoF continuous space, including relative
XYZ positions, Euler angles, and a gripper action.

Latent Plan Encoding Learning control with free-form
imitation data faces the challenge of multiple valid trajec-
tories connecting the same (st, sg) pairs. To address this,
we use a sequence-to-sequence conditional variational auto-
encoder (seq2seq CVAE) [9] to encode contextual latent tra-
jectories into a latent “plan” space. This space is determined
by two stochastic encoders: one for recognizing plans during
training and the other for proposing plans during inference.
The plan recognition encoder identifies the performed behav-
ior from the entire sequence, while the plan proposal encoder
generates possible behaviors from the initial and final states
(see the second column of Fig. 2). Minimizing the KL diver-
gence between these encoders, referred to as LKL, ensures the
plan proposal encoder accurately reflects observed behaviors.
Similar to HULC, we use a multimodal transformer encoder
to develop a contextualized representation of latent trajecto-
ries, mapping them into a vector of multiple latent categorical
variables, optimized with straight-through gradients.

Semantic Alignment of Latent Trajectories and Lan-
guage Addressing the symbol grounding problem [28] re-
quires relating language instructions to the robot’s perception
and actions. Aligning instructions with visual observations is
crucial for distinguishing similar objects like colored blocks.
Unlike HULC, which aligns visual features with language
features, we align the world model’s latent features with
language features. This involves maximizing cosine similar-
ity between latent and language features while minimizing
similarity with unrelated instructions, using a contrastive loss
similar to CLIP [29] and incorporating in-batch negatives
for efficient training. We denote this objective as Lcontrast.

Reward Unlike behavior cloning approaches, which
rely exclusively on supervised action labels for training,
LUMOS leverages a simple intrinsic reward defined within
the latent space of the world model to address the problem
of covariate shift. To align the agent’s behavior with the
expert, we employ a reward function proposed by DeMoss
et al. [8] that encourages the agent to match the expert’s
state-action pairs in the latent space. This intrinsic reward is
defined as a modified inner product on the latent state rep-
resentations, encouraging similarity without requiring exact
matches. This lets the agent explore different trajectories in
the world-model latent space, while aligning its behavior to
the demonstrator over the entire training horizon. The reward
at each step t is given by:

rintt (sEt , s
π
t ) =

sEt · sπt
max(∥sEt ∥, ∥sπt ∥)2

(3)

Action and value models Our stochastic actor,
parameterized by θ, samples actions based on the current
latent state st and a latent goal g, aiming to maximize
expected rewards (Eqn. 3). The deterministic critic,
parameterized by ψ, predicts the expected discounted future
rewards, providing value estimates for the same latent state
and goal. The models are defined as:

Actor: at ∼ πθ(at | st, g),

Critic: vψ(st, g) ≈ Eπθ,pϕ

[
H∑
t=0

γtrintt

]
.

(4)

Fully-connected neural networks are used for the actor
and critic. The action model outputs a tanh-transformed
Gaussian [30], facilitating reparameterized sampling for
backpropagation. The world model is fixed during behavior
learning, ensuring that the agent gradients do not alter its
representations.

Learning Objective The objective in training the
critic is to regress the computed value estimate to the
λ-target [31], denoted V λ (refer to [23] for the definition):

L(ψ) =̇Eπθ,pϕ

[
H−1∑
t=1

1
2 (vψ(ŝt)− sg(V λt ))

2

]
(5)

where sg(·) is the stop-gradient operator. Moreover, a target
network, which updates its weights slowly, is used to provide
stable value bootstrap targets [32]. The actor’s objective
function uses backpropagation through the learned dynamics



to maximize value estimates while minimizing the KL
divergence between plan encoders and the contrastive loss
for aligning latent trajectories with language. For sampled
windows without language annotations, the contrastive loss
is omitted:

L(θ) =̇Eπθ,pϕ

[
t+H∑
τ=t

(−Vλ(sτ ) + α1LKL + α2Lcontrast)

]
(6)

V. EXPERIMENTAL RESULTS

We evaluate LUMOS in learning language-conditioned
imitation learning in both simulated and real-world settings.
The objectives of our experiments are threefold: (i) to
determine the model’s performance in executing long-
horizon language-specified tasks, (ii) to ablate components
of the objective function and analyze their impact, and (iii)
to assess its scalability to real-world robotics tasks.

A. Experiments in Simulation
We conduct our simulation experiments in environment

D of the CALVIN Challenge [1], which offers six hours of
unstructured tele-operated play data to train a 7-DoF Franka
Emika Panda robot arm. CALVIN features 34 distinct sub-
tasks and evaluates 1000 unique instruction chain sequences.
The agent’s objective is to sequentially solve up to five
language instructions using only onboard sensors, requiring it
to transition between subgoals based solely on language cues.
Notably, only 1% of this dataset is annotated with language
instructions through crowd-sourcing.

Evaluation Protocol We compare our model with the
following language-conditioned robotic imitation learning
approaches over unstructured data: GCBC [9]: Goal-
conditioned behavior cloning does not model latent plans
but instead maximizes the likelihood of each action as
reconstruction loss at each time step. MCIL [11]: Multi-
context imitation learning employs a sequential CVAE to
predict the next actions from image or language-based goals
by modeling reusable latent sequences of states as latent
plans. HULC [10]: Hierarchical universal language condi-
tioned policy provides a strong baseline by building upon
MCIL, introducing several improvements, such as adding a
self-supervised contrastive loss for alignment of video and
language representation. Our approach differs from the above
models by not regressing action labels. Instead, we learn a
world model from the data, before training an agent to match
the expert’s latent trajectory in the world model. To reduce
the computational burden of LUMOS’ world model, we stan-
dardize the input resolution of all images to 64×64. For fair

comparison, all baselines are trained at this resolution, which
sometimes lowers the original implementations’ resolutions
(e.g., 200×200 for static and 84×84 for the gripper camera).

Table I contains quantitative results of the average success
rate of each model over 1,000 instruction chains across
three seeded runs. LUMOS successfully performs multi-
stage, long-horizon, language-conditioned robotic manipula-
tion tasks, and outperforms all the baselines. This experiment
shows that our agent can optimize its intrinsic reward, which
measures its deviation from expert latent trajectories. This
capability allows the agent to recover from its mistakes
over multiple time steps and successfully chain more tasks
together in sequence.

In our first ablation, we examine the impact of our latent
matching reward function. Specifically, we supervise our
agent using behavior cloning with mean squared error
instead of optimizing for intrinsic rewards. This ablation
demonstrates a significant drop in our model’s performance
under these conditions and indicates that our reward
formulation effectively reduces covariate shift. For the
second ablation study, we explore the effect of learning a
latent plan space on long-horizon behavior. For this test,
we removed the plan proposal and recognition components
from the actor’s architecture. The results show that, although
the agent starts the trials relatively well, it struggles to
complete longer-horizon tasks. Lastly, in our final ablation,
we omit the alignment objective between language and
latent state features. While this variant maintains some
long-horizon performance, it performs slightly worse at
each step compared to our full model. This is evident in its
occasional manipulation of blocks of the wrong color due to
a suboptimal association between instructions and the scene.

B. Experiments in Real-World

To assess the performance of LUMOS at handling various
real-world tasks, we conduct experiments using a Franka
Emika Panda robot arm within a 3D tabletop environment.
This environment includes a table with a stove, a bowl, a
cabinet, a carrot, and an eggplant. We collected a play dataset
by recording three hours of teleoperated interactions with
the robot arm, using a VR controller to guide its movements.
During recording, we captured RGB observations from both
static and gripper cameras. We used language annotation
for less than 1% of the data (∼2800 random windows).
Annotators described behaviors in randomly sampled
portions of the interaction data. This dataset encompasses
over 22 unique tasks for manipulating the available objects.

Method No. Instructions in a Row (1000 chains)
1 2 3 4 5 Avg. Len.

GCBC [9] 56.7% (3.4) 20.9% (1.9) 7.3% (2.9) 1.6% (0.5) 0.04% (0.0) 0.63 (0.4)
MCIL [11] 70.3% (3.1) 40.2% (2.9) 21.6% (4.1) 11.1% (1.9) 5.4% (1.0) 1.48 (0.3)
HULC [10] 77.6% (1.1) 58.05% (0.3) 41.6% (1.3) 29.8% (0.9) 20.0% (1.5) 2.27 (0.05)
LUMOS (ours) 80.7% (1.0) 59.3% (1.4) 42.6% (1.8) 30.7% (1.2) 21.1% (0.8) 2.34 (0.05)
No DITTO 71.8% (1.3) 45.6% (1.5) 27.8% (1.9) 14.2% (1.8) 8.7% (0.7) 1.68 (0.02)
No latent plan 76.5% (2.5) 50.5% (0.9) 28.7% (1.3) 15.9% (0.8) 11.0% (0.7) 1.81 (0.01)
No alignment 73.3% (1.5) 52.6% (0.9) 39.8% (2.0) 27.3% (1.3) 17.2% (0.9) 2.05 (0.06)

TABLE I: Performance of all models on environment D of the CALVIN Challenge with an ablation study of key components evaluated over
three seeds. All models receive 64× 64 resolution RGB images from both a static and gripper camera. Standard deviation in parentheses.
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Fig. 3: World Model Long-Horizon Predictions. Using the first five images of a hold-out trajectory as context, the world model predicts
the next 195 steps using its latent dynamics, given only the actions. Trained on sequences of horizon 50, our model makes precise
long-term predictions, aiding efficient behavior learning in a compact latent space. Only gripper camera reconstructions are visualized.

First, we used the offline play dataset to learn a generative
world model. As shown in Fig. 3 our model demonstrates
competence in long-horizon predictions. To assess its
long-term prediction abilities, we applied the representation
model to the first five images of hold-out trajectories to
establish context. Given an action trajectory, we then tasked
the model with predicting forward for 195 steps using its
latent dynamics, despite being trained only with a horizon
length of 50. The accuracy of the reconstructed images
decoded from the latent trajectory of our recurrent state-
space model indicates that our world model is well-suited
for learning behaviors within its compact latent space.

We trained our language-conditioned policy within the
latent space of the world model and subsequently assessed
each task through 20 rollouts, comparing its performance to
HULC [10] under the same conditions. We utilized various
neutral starting positions to avoid biasing the policy toward
any specific task. This neutral setup eliminates the correlation
between the robot’s initial state and the queried task and
ensures that the agent depends entirely on language cues
to comprehend and execute the tasks. The success rates are
reported in Table II. For brevity, we combined the success
rates for tasks involving either the carrot or eggplant under
the category “vegetable”. However, each task was evaluated
individually (i.e., if the robot picks up the carrot when the
instruction was to pick up the eggplant, it does not count
as a success). Moreover, we assessed our model and HULC
on 20 unique chains of 5 instructions in a row to evaluate
their multi-stage long-horizon capabilities. We reported the
average number of successfully completed sequential tasks,
as shown in Table II. Our findings indicate that LUMOS out-
performs HULC in both individual and multi-stage long-
horizon tasks, demonstrating superior performance in recov-

Fig. 4: Real-world Tasks. Examples from left to right are: placing
the carrot onto the pan, lifting the carrot from the table, dropping
the carrot into the bowl, storing the carrot in the cabinet, placing
the pan into the cabinet, setting the pan onto the stove, adding the
eggplant to the pan, picking up the pan from the table, taking the
eggplant from the cabinet, and putting the eggplant into the bowl.

Task / Method LUMOS (ours) HULC [10] World Model

Lift the vegetable from the table 67.5% 62.5% 72.5%
Lift the vegetable from the pan 75% 72.5% 77.5%
Lift the vegetable from the bowl 72.5% 67.5% 75%
Lift the vegetable from the cabinet 55% 50% 70%
Lift the pan from the table 65% 75% 70%
Lift the pan from the stove 80% 70% 75%
Lift the pan from the cabinet 35% 35% 60%
Place the vegetable onto the table 90% 85% 92.5%
Place the vegetable onto the pan 62.5% 65% 77.5%
Place the vegetable into the bowl 85% 75% 80%
Place the vegetable into the cabinet 70% 60% 77.5%
Place the pan onto the table 70% 65% 80%
Place the pan onto the stove 65% 55% 85%
Place the pan into the cabinet 55% 50% 70%

Average over tasks 67.68% 63.39% 75.89%

Average no. of sequential tasks 2.05 1.90 -

TABLE II: The average success rate of language-conditioned
general-purpose policies in the real world setup.

ering from its own mistakes across multiple time steps and
reducing covariate shift.

Finally, we analyzed LUMOS’s predicted action
trajectories by simulating their outcomes in the learned world
model. The performance gap between real and simulated
environments stems from inaccuracies in the world model,
particularly for tasks with lower real-world success rates. We
believe that training the world model with more comprehen-
sive data could improve its robustness and reduce this gap.

VI. CONCLUSION AND LIMITATIONS

In this paper, we propose Language-Conditioned Imitation
Learning via World Models (LUMOS), which leverages a
learned world model’s latent space for fully offline, multi-
step on-policy learning. Practicing skills in long-horizon
model-based rollouts allows our model to recover expert
performance without any online interaction. Our approach
demonstrates superior performance on the CALVIN
benchmark, achieving robust long-horizon manipulation
guided solely by language instructions. LUMOS serves as a
proof of concept, demonstrating that dynamics and policies
learned offline within a world model can successfully
transfer zero-shot to real environments.

Although LUMOS performs well, it has several aspects
that warrant future research. One difficulty with world-
model-based approaches is that it is hard to know a priori
whether the world model’s representations and dynamics are
of sufficient quality to produce strong policies. Additionally,
it has been observed that increasing image input resolution
substantially improves the final performance. However,
training world models at higher resolution significantly
increases the compute resources required to run experiments.
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