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Abstract—One of the key tasks during the realization of probabilistic approaches to localization is the design of a proper sensor model, that calculates the likelihood of a measurement given the current pose of the vehicle and the map of the environment. In the past, range sensors have become popular for mobile robot localization since they directly measure distance. However, in situations in which the robot operates close to edges of obstacles or in highly cluttered environments, small changes in the pose of the robot can lead to large variations in the acquired range scans. If the sensor model used does not appropriately characterize the resulting fluctuations, the performance of probabilistic approaches may substantially degrade. A common solution is to artificially smooth the likelihood function or to only integrate a small fraction of the measurements. In this paper we present a more fundamental and robust approach which uses mixtures of Gaussians to model the likelihood function for single range measurements. In practical experiments we compare our approach to previous methods and demonstrate that it yields a substantially increase in robustness.

I. INTRODUCTION

The ability to robustly localize a mobile robot given a map of its environment belongs to the fundamental problems in mobile robotics. One of the key challenges in this context is to design a likelihood function or observation model \( p(z \mid x, m) \) which specifies how to compute the likelihood of an observation or measurement \( z \) given the robot is at pose \( x \) in a given map \( m \). For probabilistic approaches like Monte Carlo localization (MCL) the proper design of the likelihood function is essential. For example, too optimistically specified sensor models might make the vehicle overly confident in its position, might cause a depletion of the correct particles, and finally might lead to a divergence of the filter. On the other hand, too conservative models might lead to extremely small likelihoods of the measurement and then in turn might result in a divergence of the filter. To cope with such situations, likelihood fields have been proposed [17]. These models provide multi-modal likelihood functions to better deal with clutter in the environment but ignore the information along the individual beam of a range measurement. Therefore, likelihood fields are less effective in situations in which the robot has to perform a global localization.

In this paper, we present a novel sensor model that applies mixtures of Gaussians to better represent the likelihood function at each individual place. The key idea of our approach is to simulate a series of range measurements in the local neighborhood of each particular location and to approximate the likelihood function by a mixture of Gaussians using the Expectation Maximization (EM) algorithm. The advantage of this approach is that the resulting likelihood function is location-dependent and correctly captures the effects of clutter and discontinuities on the measurements. As a result, the localization process becomes more robust. In practical experiments carried out with data obtained with a real robot, we demonstrate that our new model substantially outperforms existing sensor models.

This paper is organized as follows. After discussing related work in the next section, we briefly describe Monte Carlo localization in Section III and the principle of likelihood models in Section IV. In Section V, we introduce our novel likelihood model based on mixtures of Gaussians and finally,
in Section VI, we present experimental results illustrating that our sensor model outperforms other popular likelihood models.

II. RELATED WORK

In the literature, various techniques for computing the likelihood function for probabilistic localization methods with proximity sensors have been introduced [2], [8], [17], [18]. These approaches either directly approximate the physical characteristics of the sensor or try to provide smooth like-
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these approaches are well-suited to widely varying environments. For this reason, the particle filter is widely used today and its applicability is demonstrated below. The probabilistic state representation is very powerful in general and it generalizes many other techniques. For instance, in the case of multi-modal likelihood functions. To overcome this problem several researchers used Gaussian mixture models. Duckett and Nehmzow [6], for example, introduced a multi-modal generalization of the Kalman filter based on mixtures of Gaussians. Recently, Upcroft et al. [20] introduced a fast re-parameterization of Gaussian mixture models to represent the probability distribution. Takamasa et al. [9] use Gaussian mixture models to fuse odometry and sonar and to reduce the localization error in the case of noisy sensors.

The focus of this paper is to model possible multi-modalities in likelihood functions for laser range measurements using Gaussian mixture models. Our approach improves the robustness of probabilistic localization approaches like MCL especially in situations in which small changes of the robot’s pose can have drastic effects on the range measurements.

III. MONTE CARLO LOCALIZATION USING RANGE SENSORS

Throughout this paper, we consider the problem of estimating the pose \(x = (x, y, \theta)\) of a robot relative to a given map \(m\) using a particle filter. The key idea of this approach is to maintain a probability density \(p(x_t \mid z_{1:t}, u_{0:t-1})\) of the location \(x_t\) of the robot at time \(t\) given all observations \(z_{1:t}\) up to time \(t\) and all control inputs \(u_{0:t-1}\) up to time \(t-1\). This probability is calculated recursively as

\[
p(x_t \mid z_{1:t}, u_{0:t-1}) = \alpha \cdot p(z_t \mid x_t) \int p(x_t \mid u_{t-1}, x_{t-1}) \cdot p(x_{t-1}) \, dx_{t-1} \tag{1}
\]

Here, \(\alpha\) is a normalizing constant ensuring that \(p(x_t \mid z_{1:t}, u_{0:t-1})\) sums up to one over all \(x_t\). The terms to be described in Eqn. (1) are the prediction model \(p(x_t \mid u_{t-1}, x_{t-1})\) and the sensor model \(p(z_t \mid x_t)\) respectively.

For the implementation of the described filtering scheme, we use a sample-based approach which is commonly known as Monte Carlo localization (MCL) [3]. Monte Carlo localization is a variant of particle filtering [5] where each particle corresponds to a possible robot pose and has an assigned weight \(w_i\). The belief update from Eqn. (1) is performed by the following two alternating steps:

1) In the prediction step, we draw for each particle with weight \(w_i\) a new particle according to \(w_i\) and to the prediction model \(p(x_t \mid u_{t-1}, x_{t-1})\).

2) In the correction step, a new observation \(z_t\) is integrated. This is done by assigning a new weight \(w_i\) to each particle according to the sensor model \(p(z_t \mid x_t)\).

The likelihood model \(p(z \mid x)\) plays a crucial role in the correction step of the particle filter and its proper design is essential for the robustness of the filter. In the following section we will describe typical likelihood models for range sensors. Afterwards, we will present our model that uses mixtures of Gaussians to represent multi-modalities in the likelihood function.

IV. LIKELIHOOD MODELS

A laser scan \(z_t\) is a vector of beams \(z_t = (z_{t1}^1, \ldots, z_{t1}^N)^T\), which have fixed orientations relative to the sensor. Beam-based sensor models (see Fox et al. [8] for a typical example) consider each value \(z_{ti}^j\) of the measurement vector \(z\) as a separate range measurement and represent its one-dimensional distribution by a parametric function depending on the expected distance in the respective beam direction. Such models are closely linked to the geometry and the physics involved in the measurement process. They are sometimes also called ray cast models because they rely on ray casting operations within the map of the environment, e.g., an occupancy grid map, to calculate the expected beam lengths. Another popular measurement model for range finder sensors are the so-called likelihood fields (AKA end point model) [17]. This correlation-based method measures the correlation between the measurement and the map. Here, the likelihood of a range measurement is a function of the distance of the respective end point of the beam to the closest obstacle in the environment. This model lacks physical explanation as it can basically “see through walls”, but in the case of position tracking it is efficient and works well in practice. The reader may notice that likelihood fields are
Given that laser range finders typically provide between 181 and 540 measurements with a resolution from 0.25 to 1.0 degrees, the independence assumption leads to highly peaked likelihoods. In practice, this problem is dealt with by sub-sampling of measurements [18], by introducing minimal likelihoods for beams, or by other means of regularization of the resulting likelihoods, see e.g. Arulampalam et al. [1].

In our previous work [12], we addressed this problem by adapting the “peakedness” of the beam model using learned heuristics. In other previous work [13], [15], we introduced scan-based likelihood models. These models allow to directly calculate the likelihood of entire scans rather than individual beams only. The common idea of these two approaches is that they are location-dependent and explicitly take the approximation error coming from the sample-based representation into account. More precisely, they estimate \( p(z \mid x) \) based on the local environment \( U(x) \) of a pose \( x \),

\[
p(z \mid x) = \int_{x \in U(x)} p(z \mid x^\prime) p(x^\prime) \, dx^\prime.
\]

This is based on the observation that laser range finders are extremely accurate sensors with a low level of measurement noise. Thus, if one learns \( p(z \mid x) \) directly for exact sensor poses \( x \), e.g., with a mobile robot that is not moved during training, one gets an extremely peaked model with \( p(z \mid x + \delta) \ll p(z \mid x) \) already for small pose perturbations \( \delta \). This peakedness, in turn, leads to problems when only a finite number of pose hypotheses can be evaluated, as it is the case, for example, with particle filters where the number of particles is limited. The model described in Eqn. 3, however, is able to explicitly consider the sampling density by adjusting the spatial extent of the local neighborhoods \( U(x) \) accordingly. The hard task is indeed to estimate and represent the distributions of range scans \( p(z \mid x) \) from a given number of training scans from \( U(x) \), which are typically simulated using the map of the environment \( m \). Our previous approaches [13], [15] deal with the high dimensionality of this distribution by modeling it as an \( N \)-dimensional Gaussian. While this leads to an increased performance compared to approaches that only consider the current pose of the particle, it does not capture the multimodality of the likelihood function. In the following section, we describe how to learn a Gaussian mixture model for the distribution obtained by Eqn. 3 to improve the robustness of the localization process.

V. PLACE-DEPENDENT GAUSSIAN MIXTURE MODELS

Figure 1 illustrates the drastic effects that small changes of the robot’s pose can have on the measured range scans. The distribution of measured distances that arises when the robot pose is varied locally as described in the previous section is only unimodal in a perfectly convex world. In general, however, there can be large jumps in perceived range measurements when the sensor pose is changed only slightly. Typically, such multi-modalities arise in the proximity of doorways, corners, and cluttered areas of the environment.

In contrast to former approaches [8], [12], [13], [15] which modeled the likelihood functions as unimodal distributions for single beams or entire scans we now consider to model each beam independently as a mixture of \( K \) Gaussian distributions [16]. In such a mixture model, the likelihood of the \( i \)-th beam of \( z_t \) becomes

\[
p(z_t^i \mid x_t, m) = \sum_{j=1}^{K} p(z_t^i \mid j) P(j),
\]

where

\[
p(z_t^i \mid j) = \frac{1}{\sqrt{2\pi}\sigma_j^2} \cdot \exp\left( -\frac{(z_t^i - \mu_j^i)^2}{2\sigma_j^2} \right).
\]

Here, the individual mixture components are indexed by \( j \) and their relative mixing weights are denoted – with a slight abuse of notation for better readability – as \( P(j) =: \alpha_j^i \). To determine these weights \( \alpha_j^i \) with \( \sum_{j=1}^{K} \alpha_j^i = 1 \), \( 0 \leq \alpha_j^i \leq 1 \), as well as the parameters \( \mu_j^i \) and \( \sigma_j^2 \) of the individual Gaussians, we cluster the simulated ranges \( D' \) using the expectation-maximization (EM) algorithm [4]. Concretely, for each pose hypothesis \( x_t \), we simulate \( L \) complete range scans \( D = \{d_1, \ldots, d_L \} \) at locations drawn uniformly from \( U(x_t) \) using the given map \( m \) of the environment. The simulation of the laser range scans \( D = \{d_1, \ldots, d_L \} \) takes into account the geometry and the physics involved in the measurement process. It relies on ray casting operations within an occupancy grid map to calculate the expected beam lengths. The set of ranges simulated in direction of the \( i \)-th laser beam is denoted as \( D^i = \{d^i_1, \ldots, d^i_L \} \). The EM algorithm iteratively assigns these distances to the mixture components and optimizes their parameters in the following manner. Consider that \( \hat{\theta}' \) denotes the current estimate of parameters \( \hat{\mu}_j^i, \hat{\sigma}_j^2 \), and \( \hat{\alpha}_j^i \). In the E-Step, we calculate the...
expected value of the complete log-likelihood

$$Q(\theta, \theta') = E \left[ \log \{ p(D^i, Y^i | \theta) \} \mid D^i, \theta' \right]$$

$$= \int_{y^i} \log \{ p(D^i, y^i | \theta) \} p(y^i | D^i, \theta') dy^i,$$

where $Y^i$ denotes data associations of the simulated data points $D^i$ to one of the Gaussian mixture components. Visually speaking, we estimate the assignment likelihoods of the individual samples to the clusters while keeping the other model parameters fixed. Then, in the M-Step, we fix the data associations and optimize the expected value of the complete log-likelihood

$$\theta'' = \arg \max_{\theta} Q(\theta, \theta')$$

by updating the cluster parameters according to

$$\alpha_j^i = \frac{1}{L} \sum_{l=1}^L P(j \mid d_l^i, \theta'),$$

$$\mu_j^i = \frac{\sum_{l=1}^L P(j \mid d_l^i, \theta') d_l^i}{\sum_{l=1}^L P(j \mid d_l^i, \theta')} ,$$

$$\sigma_j^i = \frac{\sum_{l=1}^L P(j \mid d_l^i, \theta')(d_l^i - \mu_j^i)}{\sum_{l=1}^L P(j \mid d_l^i, \theta')}.$$

We now set $\theta' \leftarrow \theta''$ and iterate this procedure until the amount of improvement per iteration falls below a specified threshold.

VI. EXPERIMENTS

The approach described above has been implemented and tested on data obtained with a mobile robot and by simulation. To evaluate our approach we performed several experiments. We first show that the pose uncertainty of the robot in different data sets. We therefore compared our Gaussian mixture model (GM) to other likelihood models which are also based on ray casting operations (IB, EC, and DC). This set of experiments is designed to investigate the case that the robot is not able to localize itself at different locations with the same robustness.

Figures 2 and 3 show two experiments using maps built from a real data. Figure 5 shows an artificial data set with strong discontinuities in the right part of the map. During these experiments, we simulated laser range scans with an opening angle of 180° on a simulated robot trajectory. Then we calculated for different sensor models (GM, IB, EC, and DC) the likelihood of the simulated range scan given the true position of the robot. Figure 2, 3, and 5 depict the trajectories of the robot. The likelihood of the scans at the true robot poses are represented by the different colors (grey scale values) between orange (light grey) and black. While orange (light grey) marks regions where the scans at the true robot location are assigned low likelihoods, high likelihood areas are printed in black. The figures show that whenever the robot traverses regions close to obstacles, doorways, or clutter the likelihood of the true position decreases. In the case of global localization using a particle filter this leads to serious problems because the particles at these positions have a high risk of being depleted. Figure 4 shows the mean likelihoods for 31, 61, and 181 laser beams and different sensor models. We evaluated the likelihood at 847 robot poses in our office environment depicted in Figure 2 and averaged over 50 runs. As can be seen from the figures, our Gaussian mixture model (GM) yields much less variance in
of measurements into account achieves more robust and accurate localization than the other sensor models. The left part of Figure 6 shows the six positions in a real environment where we obtained the highest probability that the global localization fails. These probabilities have been determined by random restarts of the localization procedure during 50 complete runs on the data set. The marked positions directly correspond to orange (light grey) marked regions in Figure 2 where the likelihoods of the true poses are extremely low due to the multi-modality of the measurements. To evaluate the properties of the different sensor models we performed 20 global localization runs at each position and compared the average success rates. In these experiments, we assumed that the localization was achieved when the mean of the particles differed by at most 50 cm from the true location of the robot. The central diagram of Figure 6 shows the number of successful localizations after ten integrations of 61 measurements of each scan for different models. The experiments show that our Gaussian mixture model (GM) allows us to more robustly localize the robot in situations in which the other models frequently fail. It also illustrates that the endpoint model (EP) which shows good performance for position tracking in cluttered environments is not able to solve the global localization task in the marked regions of our environment. Additionally, we analyzed the robustness of the different sensor models with respect to the computation time (see the right diagram of Figure 6). The x-axis of this diagram represents the product of the number of particles used and the average computation time per particle for the different sensor models. As can be seen from this diagram, our Gaussian mixture model (GM) outperforms the other models also with respect to the computational complexity. Whereas the time per iteration is higher compared to the other approaches, it requires considerably less particles for a successful localization run and thus achieves a higher robustness relative to the required computational resources. We also carried out experiments, in which we analyzed the accuracy of our model (GM) when the system is tracking the pose of the vehicle. We compared our sensor model to various other models and evaluated the average localization error of the individual particles. The right diagram of Figure 6 depicts the average localization error for a position tracking experiment with 61 laser beams. It can be seen that the two beam-based ray cast sensor models (IB) and (DC) diverge while our beam
The multi-modality of the measurements. The central diagram shows the number of successful localizations after ten integrations of 61 measurements at these locations. The right diagram also depicts the success rate but now plotted over the product of the corresponding numbers of particles and average computation time per particle for the different sensor models in these situations.

Fig. 6. The six positions with the highest probability that the global localization in the office environment fails (left). The positions marked in this image directly correspond to the orange (light grey) positions in Figure 2. At these positions the likelihoods of the true poses are extremely low due to the multi-modality of the measurements. The central diagram shows the number of successful localizations after ten integrations of 61 measurements at these locations. The right diagram also depicts the success rate but now plotted over the product of the corresponding numbers of particles and average computation time per particle for the different sensor models in these situations.

Fig. 7. Average localization error in meters for a position tracking experiment with 61 laser beams.

based Gaussian mixture model (GM) performs as well as the endpoint model (EP) and the scan-based place-dependent model (EC).

VII. CONCLUSIONS

In this paper, we presented a novel beam-based sensor model for probabilistic localization techniques that explicitly takes multi-modalities in the distribution of beam lengths into account. In contrast to other location-independent models our approach adapts the likelihood evaluation according to the local environment of each evaluated pose hypothesis to achieve a natural and accurate form of regularization. By learning a Gaussian mixture model for the resulting distribution of possible range measurements using the EM algorithm, our approach is able to outperform the state-of-the-art approaches in terms of localization accuracy and robustness also relative to the required computational resources.
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