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Motivation  

Goal: Find local transformation to align points  
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The Problem  

ÁGiven two corresponding point sets:  

ÁWanted: Translation t and rotation R that 
minimize the sum of the squared errors:   

 Here,
    

are corresponding points  and
 
   



4 

Key Idea  

Á If the correct correspondences are known, 
the correct relative rotation/translation can 
be calculated in closed form  
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Center of Mass  

and 

are the centers of mass of the two point sets  

Idea:  

Á Subtract the corresponding center of mass 
from every point in the two point sets 
before calculating the transformation  

Á The resulting point sets are:  

and 
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Singular Value Decomposition  

Let  

denote the singular value decomposition (SVD) of W 
by:  

 

where  are unitary, and  

are the singular values of W  
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SVD  

Theorem  (without proof):  
 
If rank( W) = 3, the optimal solution of E( R,t ) is 
unique and is given by:  

 

The minimal value of error function at ( R,t ) is:  
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ICP with Unknown Data Association  

Á If the correct correspondences are not 
known , it is generally impossible to 
determine the optimal relative rotation and 
translation in one step  
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Iterative Closest Point (ICP) 
Algorithm  

Á Idea: Iterate to find alignment  

Á Iterative Closest Points  
[ Besl  & McKay 92]  

ÁConverges if starting positions are  
close enough  

 



Basic ICP Algorithm  

ÁDetermine corresponding points  

ÁCompute rotation R, translation t via SVD  

ÁApply R and t  to the points of the set to be 
registered  

ÁCompute the error E( R,t )  

Á If error decreased and error > threshold  

ÁRepeat these steps  

ÁStop and output final alignment, otherwise  
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ICP Example  



12  

ICP Variants  

Variants on the following stages of  
ICP have been proposed:  

1. Point subsets (from one or both point 

sets)  

2. Weighting the correspondences  

3. Data association  

4. Rejecting certain (outlier) point pairs  
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Performance of Variants  

ÁVarious aspects of performance:  

ÁSpeed  

ÁStability (local minima)  

ÁTolerance wrt . noise and outliers  

ÁBasin of convergence  
(maximum initial misalignment )  
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ICP Variants  

1. Point subsets (from one or both point 

sets)  

2. Weighting the correspondences  

3. Data association  

4. Rejecting certain (outlier) point pairs  
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Selecting Source Points  

ÁUse all points  

ÁUniform sub -sampling  

ÁRandom sampling  

ÁFeature based sampling  

ÁNormal -space sampling  
(Ensure that samples have normals  distributed as 
uniformly as possible)  
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Normal - Space Sampling  

uniform sampling  normal -space sampling  
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Comparison  

ÁNormal -space sampling better for mostly 
smooth areas with sparse features 
[ Rusinkiewicz  et al ., 01]  

Random sampling Normal-space sampling 
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Comparison  

ÁNormal -space sampling better for mostly 
smooth areas with sparse features 
[ Rusinkiewicz  et al ., 01]  

Random sampling Normal-space sampling 
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Result

Stability-based or normal-space sampling 

important for smooth areas with small features

Random sampling Normal-space sampling
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Feature - Based Sampling  

3D Scan (~200.000 Points)  Extracted Features (~5.000 Points)  

ÁTry to find �³�L�P�S�R�U�W�D�Q�W�´��points  

ÁDecreases the number of correspondences to find  

ÁHigher efficiency and higher accuracy  

ÁRequires preprocessing  


