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Statistical Testing for Evaluating 
Experiments 

§  Deals with the relationship between 
the value of data, its variance, and 
the confidence of a conclusion 

 
A typical situation: 
§  Existing technique A  
§  You developed a new technique B 
§  Key question: Is B better than A? 
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Evaluating Experiments 

§  Define a performance measure, e.g. 
§ Run-time 
§  Error 
§  Accuracy 
§ Robustness (success rate, MTBF, …) 

§  Collect data d 
§  Run both techniques on the data d 
§  How to compare the obtained results 

A(d), B(d)? 
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1st Example 

Scenario 
§  A, B are two path planning techniques 
§  Score is the planning time 
§  Data d is a given map, start and goal 

pose 

Example 
§  A(d) = 0.5 s 
§  B(d) = 0.6 s What does that mean? 
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2nd Example 

§  Same scenario but four tasks 

Example 
§  A(d) = 0.5 s, 0.4 s, 0.6 s, 0.4 s 
§  B(d) = 0.4 s, 0.3 s, 0.6 s, 0.5 s 

What does that mean? 
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2nd Example 

§  Same scenario but four tasks 

Example 
§  A(d) = 0.5 s, 0.4 s, 0.6 s, 0.4 s 
§  B(d) = 0.4 s, 0.3 s, 0.6 s, 0.5 s 

Mean of the planning time is 
§   µA = 1.9 s/4 = 0.475 s 
§   µB = 1.8 s/4 = 0.45 s 

Is B really better than A? 
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Is B better than A? 

§  µA = 0.475 s, µB = 0.45 s 
§  µA > µB, so B is better than A?! 
§  We just evaluated four tests, thus  
µA and µB are rough estimates only 

§  We saw too few data to make 
statements with high confidence 

§  How can we make a confident 
statement that B is better than A? 
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Hypothesis Testing 

§  “Answer a yes-no question about a 
population and assess that the 
answer is wrong.”  [Cohen’ 95] 
 

§  Example: To test that B is different 
from A, assume they are truly equal. 
Then, assess the probability of the 
obtained result. If the probability is 
small, reject the hypothesis. 
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The Null Hypothesis H0 

§  The null hypothesis is the hypothesis 
that one wants to reject by analyzing 
data (from experiments) 

§  H0 is the default state 
§  A statistical test can never proof H0 
§  A statistical test can only reject or  

fail to reject H0 
§  Example: to show that method A is 

better than B, use H0: A=B 
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Typical Null Hypotheses 

§  Typical null and alternative hypotheses 

(two-tailored test) 

(one-tailored test) 

(one-tailored test) 

(two-tailored test) 

(one-tailored test) 

(one-tailored test) 
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Population and Sample 

§  The data we observe is often only a 
small fraction of the possible outcomes 

§  Population = set of potential 
measurements, values, or outcomes 

§  Sample = the data we observe 
§  Sampling distribution = distribution 

of possible samples given a fixed 
sample size 
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Sampling Distribution 

§  A sampling distribution is the 
distribution of a statistics calculated 
from all possible samples of a given 
size, drawn from a given population. 

§  Example: Toss a coin twice 

0 heads 1 head 2 heads 

0.25 

0.5 



13 

Sampling Distribution 

§  Sampling distributions are rather 
theoretical entities 

§  Distributions of all possible samples 
are likely to be large or infinite 

§  Very few closed form solutions only 
§  However, one can compute empirical 

sampling distributions based on a set 
of samples 
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Central Limit Theorem 
§  The sampling distribution of the mean of 

samples of size N approaches a normal 
distribution as N increases.   

§  If the samples are drawn from a 
population with mean µ and standard 
deviation σ, then the mean of the 
sampling distribution is µ with standard 
deviation σ/N0.5.  

§  These statements hold irrespectively of 
the shape of the population distribution 
from which the samples are drawn. 
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p(one sample) 

[Illustration of the central limit theorem, Wikipedia] 
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p(average of two samples) 

[Illustration of the central limit theorem, Wikipedia] 
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p(average of three samples) 

[Illustration of the central limit theorem, Wikipedia] 
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p(average of four samples) 

[Illustration of the central limit theorem, Wikipedia] 
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Standard Error of the Mean 

§  Standard deviation of the sampling 
distribution of the mean is often called 
standard error (of the mean), SE. 

§  Central limit theorem: 
§  The standard error represents the 

uncertainty about the mean and is 
given by	
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The Normal Distribution 
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Z Score 

§  Z score indicates how many standard 
deviations an observation x is above 
or below the mean  

§    
§  Z table provides the probability for this 

event  
§  Z<3  : p=99.9%  
§  Z<0  : p=50% 
§  Z<-1 : p=15.9% 
§  -2<Z<-2 : p=~95% 



22 

One Sample Z-Test 	



§  One sample location test 
§  Given a µ and σ of a population  
§  Test if a sample (from the population)  

has a significantly different mean than 
the population 

§  Sample of size N  
§  Compute the Z score 
§  Look up the Z score in a Z table to 

obtain the probability that the sample  
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Z-Test Example	


§  Scores of all German students in a test  
§  In Germany: µ=100, σ=12 
§  A sample of 55 students in Freiburg 

obtained an average score of 96 
§  Null hypothesis: Students from Freiburg are 

as good as the average German? 
§    
§    
§  Z-table: the probability of observing a value 

below -2.47 is approximately 0.68%  
§  Reject the null hypothesis 
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Z-Test: Assumptions 

§  Independently generated samples 
§  Mean and variance of the population 

distribution are known 
§  Sampling distribution approx. normal 

(population distributions normal or large N) 
§  The sample set is sufficiently large (N>~30) 

 

Comments 
§  Often, σ can be approximated using the 

variance in the sample set 
§  In practice, the size of the sample set is 

often too small for the Z-Test 



25 

When N is Small: t-Test 

      Relax and have a Guinness! J 

§  Test to cheaply monitor the quality of 
stout at Guinness brewery (~1908) 

William Sealy Gosset  
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When N is Small: t-Test 

§  Variant of the Z-Test for N<30 
§  Instead of the Normal distribution,  

it uses the t-distribution 
§  The t-distribution is the sampling 

distribution for the mean for small N 
under the assumption that the 
population is normally distributed 

§  t-distribution is similar to a normal 
distribution but has bigger tails 
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t-Distribution 

§  The t-distribution depends on N 
§  For large N, it approaches a normal 
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One Sample t-Test 

§  t-value is similar to the Z value 

§  The t-value has to be compared to the 
values available in a t-table 

§  A t-table shows also a degree of 
freedom (DoF) which is closely related 
to the sample size (here: DoF=N-1)   

std. dev estimated  
form the sample 

sample size 
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t-Table 1/2 

degree of  
freedom 

confidence 
level 
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t-Table 2/2 

http://en.wikipedia.org/wiki/T_distribution 
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One Sample t-Test: Example 
§  The average price of a car in city is $12k 
§  Five cars park in front of a house with an average 

price of $20,270 and standard deviation of $5,811 
§  Null hypothesis (H0): the cars are not more 

expensive than in the rest of the city 
  

§  DoF=4 (for the one sample t-Test: sample size -1)  
§  Set confidence level to 95%  

(5% error probability) 
§  Since t=3.18 > 2.132 (see t-table) reject H0 
§  The cars are significantly more expansive  

(with 5% error probability) 
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One Sample t-Test: Assumptions 

§  Independently generated samples 
§  The population distribution is Gaussian 

(otherwise the t-distribution is not the correct choice) 

§  Mean is known 

Comments 
§  The t-Test is quite robust under  

non-Gaussian distributions 
§  Often a 95% or 99% confidence  

(=5% or 1% significance) level is used 
§  t-Test is one of the most frequently used 

tests in science 
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Two Sample t-Test 

§  Often, one wants to compare the 
means of two samples to see if both  
are drawn from populations with equal 
means 

§  Example: Compare two estimation 
procedures (operating on potentially 
different data sets) 
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Typical Hypotheses 

§  Typical null and alternative hypotheses 

§  Logic of the test is similar as before 
§  Slightly different statistics 

(two-tailored test) 

(one-tailored test) 

(one-tailored test) 
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Pooled Variance (1) 

§  One sample t-Test 

§  For the two sample t-Test, we have two 
variances.  

§  The pooled, estimated variance of the 
sampling distribution of the difference of 
means is: 

“sum of squares” 

degree of freedom 
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Pooled Variance (2) 

§  Which leads to the pooled, estimated SE of 
the sampling distribution of the difference of 
means 

§  We are interested in the differences, thus 
the t-statistics turns into 
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Two Sample t-Test Example 

§  Two planning algorithms A and B 
§  Evaluate A and B, each in 25 randomly 

generated scenarios (NA = NB = 25) 
§  Confidence level 95%  
§    
§    
§     
§     
§  DoF is NA + NB – 2 = 48 
§  We cannot reject H0 since |t| < 2.01  
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Paired Sample t-Test 
§  Observation: The smaller the variance, the easier  

it is show a significant difference 
§  Design the experiments to directly measure the 

performance boost of a technique by considering 
differences 

§  Test if the mean of (A(d) – B(d)) is significantly 
different  from zero 

Examples 
§  Two estimation procedures operating on the same 

data set 
§  Blood values of patients before and after a 

treatment 
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Two Sample t-Test vs.  
Paired Sample t-Test 

§  Two sample test: Test if the differences of 
the means differs from zero  

§  Paired sample test: Test if the means 
computed over the individual differences is 
differ from zero 
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Paired Sample t-Test 

§  Paired sample test: Test if the means 
computed over the individual differences is 
differ from zero (or a constant    ) 

§  Hypotheses 
§  Test statistic 

§                        (number of pairs -1)  
§  Use t-values as in the One sample test 
§  Whenever possible, use the paired sample t-

Test since is minimized the variance 
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Confidence Intervals 

§  For a normal with known µ and σ, 95% 
of the samples fall within 

§  Thus, we can state that  
contains the mean (for large N) with 
95% probability 

§  Correct statement: “I am 95% sure 
that the           interval around   
contains the mean.” 
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Confidence Intervals for Small N 

§  In case N is small, we need to use the 
t distribution to come up with the 
correct intervals 

§  t’ is bigger than 1.96, depending on 
the DoF and thus the sample size N 

value from the t table  
for 95% confidence and 
corresponding DoF 
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Visualizing Confidence Intervals 

§  Non-overlapping confidence intervals 
indicate a significant difference 

§  Overlapping intervals indicate nothing 
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Overlapping Confidence 
Intervals and Significance 

§  Consider two samples (with large N)    
§  The means are significantly different when:  

§  There is no overlap between CI when:  

§  Note that                             , so we have 

CIs do not overlap CIs overlap 
Significance No significance 
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What Happens for Large N? 

§  The larger the sample size, the easier 
it is to show differences… 

§  … but for large sample sizes, we can 
show any statistical significant 
difference no matter how small it is 

§  A statistically significant difference 
does not tell anything about if the 
difference is meaningful! 

§  See concept of “informativeness” 
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Conclusion 

§  To support the claim that A is better than B, 
use statistical tests 

§  t-Test is the most frequently used test 
§  Prefer the paired t-Test over the two sample 

t-Test (if applicable) 
§  Sometimes it is nice to visualize results with 

confidence intervals.  
§  Non-overlapping CI imply significance 
§  Overlapping CI imply nothing 

§  For large N, differences may by statistically 
significant but practically meaningless! 
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Further Reading 

§  Cohen’95: Empirical Methods for AI 
(highly recommended) 

§  Wikipedia offers rather articles as well 
on this topic 


