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Robot Mapping  

Robust Least Squares for 
SLAM  

Gian Diego Tipaldi, Wolfram Burgard  

Courtesy for most images: Pratik Agarwal  
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Least Squares in General  

ÁMinimizes the sum of the squared 
errors   

ÁML estimation in the Gaussian case  

 

Problems:  

ÁSensitive to outliers  

ÁOnly Gaussians (single modes)  
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Data Association Is Ambiguous 
And Not Always Perfect  

ÁPlaces that look identical  

ÁSimilar rooms in the same building  

ÁCluttered scenes  

ÁGPS multi pass (signal reflections)  

Áé 
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Example  

3D world  belief about the  
robotôs pose 

Courtesy: E. Olson  
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Such Situations Occur In Reality  

Courtesy: E. Olson, P. Agarwal  
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Committing To The Wrong Mode 
Can Lead to Mapping Failures  

Courtesy: E. Olson, P. Agarwal  
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Data Association Is Ambiguous 
And Not Always Perfect  

ÁPlaces that look identical  

ÁSimilar rooms in the same building  

ÁCluttered scenes  

ÁGPS multi pass (signal reflections)  

Áé 
 

How to incorporate that  
into graph - based SLAM?  
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Mathematical Model  

ÁWe can express a multi -modal belief 
by a sum of Gaussians  

Sum of Gaussians with k modes  
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Problem  

ÁDuring error minimization, we consider 
the negative log likelihood  

The log cannot be moved inside the sum!  
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Max - Mixture Approximation  

ÁInstead of computing the sum of 
Gaussians at   , compute the 
maximum of the Gaussians  
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Max - Mixture Approximation  

approximation error  
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Log Likelihood Of The Max -
Mixture Formulation  

ÁThe log can be moved inside the max 
operator  

or:  
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Integration  

ÁWith the max -mixture formulation, the 
log likelihood again results in local 
quadratic forms  

ÁEasy to integrate in the optimizer:  

1. Evaluate all k components  

2. Select the component with the 
maximum log likelihood  

3. Perform the optimization as before 
using only the max components  
(as a single Gaussian)  
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Performance (Gauss vs. MM)  

Courtesy: E. Olson, P. Agarwal  
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Runtime  

Courtesy: E. Olson, P. Agarwal  
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Max - Mixture and Outliers  

ÁMM formulation is useful for multi -
modal measurements  
(D.A . ambiguities)  

ÁMM is also a handy tool for outliers  
(D.A. failures)  

ÁHere, one mode represents the edge 
and a second model uses a flat 
Gaussian for the outlier hypothesis  
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Max - Mixture and Outliers  

Courtesy: E. Olson, P. Agarwal  
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Performance (1 outlier)  

Gauss -Newton  MM Gauss -Newton  
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Performance (10 outliers)  

Gauss -Newton  MM Gauss -Newton  


