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Effects of Changing the Learning Rate



Cast the problem as an optimization problem:

● x : denotes all hyperparameters

● f(x) : training and validation of the machine learning algorithm with hyperparameters x

Hyperparameter Optimization



Hyperparameter optimization:

● very expensive (hours, days)
● no gradient information (at least 

not easy to compute)

● noisy 
● non-convex

Comparison

SGD optimization:

● single function evaluation 
are cheap (seconds)

● gradient information 
● noisy 
● non-convex



Configuration Space



Hyperparameter Optimization

different ways to tackle this optimization problem:

● manual tuning
● grid search
● random search
● Bayesian optimization
● evolutionary algorithms
● reinforcement learning
● hypergradient descent
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Example: SVM with 2 hyperparameters



Grid Search

1. select a finite set of 
values for each 
hyperparameter

2. evaluate the Cartesian 
product of all 
hyperparameters



Grid Search

● Pros:
○ easy to implement

○ parallelizable

● Cons:
○ might never find the true optimum

○ number of function evaluations grows exponentially with the number of dimensions



Random Search

1. Specify a distribution over the 
input space, e g. uniform

2. draw and evaluate 
configurations sampled from 
this distribution until a 
predefined stopping criterion 
has been reached



Random Search

● Pros:
○ easy to implement

○ parallelizable

○ in theory it always finds the optimum

● Cons:
○ can’t make use of previous observations and often needs too long to approach the optimum



Exercise: Incumbent Trajectory



Conclusions

● Hyperparameters are important and need to be set correctly
● Instead of manually tuning them, we can cast it as an optimization problem
● Random Search works better than Grid Search
● In the AutoML track we will learn how to make hyperparameter optimization 

more efficient


